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Abstract This paper describes refinements to the hybrid broadband ground-motion simulation methodology of Graves and Pitarka (2004), which combines a deterministic approach at low frequencies ($f < 1 \text{ Hz}$) with a semistochastic approach at high frequencies ($f > 1 \text{ Hz}$). In our approach, fault rupture is represented kinematically and incorporates spatial heterogeneity in slip, rupture speed, and rise time. The prescribed slip distribution is constrained to follow an inverse wavenumber-squared fall-off and the average rupture speed is set at 80% of the local shear-wave velocity, which is then adjusted such that the rupture propagates faster in regions of high slip and slower in regions of low slip. We use a Kostrov-like slip-rate function having a rise time proportional to the square root of slip, with the average rise time across the entire fault constrained empirically. Recent observations from large surface rupturing earthquakes indicate a reduction of rupture propagation speed and lengthening of rise time in the near surface, which we model by applying a 70% reduction of the rupture speed and increasing the rise time by a factor of 2 in a zone extending from the surface to a depth of 5 km. We demonstrate the fidelity of the technique by modeling the strong-motion recordings from the Imperial Valley, Loma Prieta, Landers, and Northridge earthquakes.

Online Material: Station list, simulated and observed broadband waveforms, residual plots for acceleration response spectra, simulated and observed ShakeMaps, kinematic rupture model, and broadband wave-field animation.

Introduction

Our primary motivation in developing an enhanced broadband simulation methodology is to provide more robust estimates of the ground shaking expected in future earthquakes. Traditionally, ground-motion recordings from past earthquakes have been used as surrogates to represent the motions expected during future earthquakes. Unfortunately, the library of existing recordings only samples a small subset of possible earthquake scenarios. Thus, the ground-motion records typically must be scaled or modified in order to fit the magnitude, mechanism, distance, and site characteristics of the target earthquake. As an alternative, advances in the understanding of fault rupture processes, wave propagation phenomena, and site response characterization, coupled with the tremendous growth in computational power and efficiency, have made the prospect of large-scale ground-motion time series synthesis for future earthquakes much more feasible.

The process of numerically simulating broadband strong ground-motion time series is not new, and dates back at least to the groundbreaking work of Hartzell (1978) and Irikura (1978). These early studies proposed a method of summing recordings of small earthquakes (empirical Green’s functions) to estimate the response of a larger earthquake. Since then, the simulation techniques have been extended to include stochastic representation of source and path effects (e.g., Boore, 1983), theoretical full waveform Green’s functions (e.g., Zeng et al., 1994), or various combinations of these approaches (e.g., Hartzell et al., 1999). Over the years, a large number of investigators have made significant contributions and refinements to these methodologies, most of which are based on kinematic descriptions of the rupture process. Hartzell et al. (1999) provides a comprehensive review and comparison of many of these existing kinematic simulation approaches. More recent studies have utilized fully spontaneous (Hartzell et al., 2005) or dynamically constrained rupture characterizations (Pulido and Dalguer, 2009) to generate broadband ground-motion simulations. The dynamic approach is attractive because it alleviates the need for explicit prescription of kinematic rupture behavior, which in many cases must be based on simplifying assumptions and approximations. Unfortunately, our current level of knowledge regarding earthquake rupture dynamics is poorly constrained and suffers from a paucity of direct observational measurements, especially for those processes that affect higher frequency ground-motion radiation.
In our approach, the broadband ground-motion simulation procedure is a hybrid technique that computes the low-frequency and high-frequency ranges separately and then combines the two to produce a single time history (e.g., Hartzell et al., 1999). At frequencies below 1 Hz, the methodology is deterministic and contains a theoretically rigorous representation of fault rupture and wave propagation effects, and attempts to reproduce recorded ground-motion waveforms and amplitudes. At frequencies above 1 Hz, it uses a stochastic representation of source radiation, which is combined with a simplified theoretical representation of wave propagation and scattering effects. The use of different simulation approaches for the different frequency bands results from the seismological observation that source radiation and wave propagation effects tend to become stochastic at frequencies of about 1 Hz and higher, primarily reflecting our relative lack of knowledge about the details of these phenomena at higher frequencies. Recent variations of the hybrid approach include the work of Liu et al. (2006) and Frankel (2009).

A comprehensive and detailed description of the spatial and temporal characteristics of the rupture process is a necessary element of the broadband simulation procedure. Liu et al. (2006) propose the development of kinematic ruptures based on the correlation of random distributions of parameters such as slip, rupture velocity, and rise time. This work is continuing to develop through the use of dynamic rupture simulations (e.g., Schmedes et al., 2010) and the consideration of nonzero offsets in the coherency analysis (e.g., Song et al., 2009). In our approach, we have extended the slip and rupture speed correlation of Graves and Pitarka (2004) to include a magnitude dependent scaling; we have also adopted the slip and rise time correlation proposed by Aagaard et al. (2008).

Other recent improvements to our methodology are guided by studies that examine the depth-dependency of key rupture properties (e.g., Mikumo, 1992; Scholz, 2002). Observations from recent earthquakes show that shallow rupturing events generate relatively weak high-frequency ground motions compared with deeper ruptures (Kagawa et al., 2004; Shearer et al., 2006; Pitarka et al., 2009). This type of behavior can be explained by velocity strengthening friction during fault rupture at shallow depths. Dynamically, it can be reproduced by including regions of negative stress drop during surface rupturing events (Dalguer et al., 2008), particularly when these regions are concentrated in the upper few kilometers of the rupture (Marone and Scholz, 1988; Pitarka et al., 2009). During the rupture process, this leads to a reduction of rupture propagation speed and a lengthening of the rise time in these relatively weak zones of the fault. For large earthquakes, it has also been suggested that a similar transition region exists along the bottom edge of the fault, where the rupture progresses from an unstable to stable sliding mode as it crosses the brittle to ductile transition in the lower crust (e.g., Hillers and Wesnousky, 2008; Aagaard, Graves, Ma et al., 2010).

Our methodology offers another significant enhancement over previous broadband simulation techniques through the use of frequency-dependent nonlinear site amplification factors based on a simple $V_{S30}$ classification. Graves and Pitarka (2004) originally based these factors on the empirical relations of Borcherdt (1994); however, we have now extended this to incorporate the functions developed using equivalent linear response analysis as implemented in the empirical model of Campbell and Bozorgnia (2008). The use of $V_{S30}$ is attractive because this parameter is readily available for most regions and the amplification functions are easy to compute and apply to large-scale simulations. The main drawbacks to the $V_{S30}$ approach are the potential omission of detailed site-specific information about the soil column and the lack of phase modification in the resulting waveform.

In order to test the adequacy of our simulation methodology, we compare our computed synthetic strong-motion time histories with those recorded during past earthquakes. The only earthquake specific parameters we use are seismic moment, overall fault dimensions and geometry, hypocenter location, and a generalized model of the final slip distribution. For future earthquakes, these are the parameters that we feel can either be reliably estimated (e.g., seismic moment, fault dimensions) or parametrically assessed using multiple realizations (e.g., hypocenter location, slip distribution). All other source parameters are determined using the scaling relations described in the following sections. Since we have not optimized the rupture models for these exercises, we cannot hope to match all the details of the recorded waveforms. However, our goal is to reproduce the overall characteristics of the observed motions over a broad frequency range throughout the region surrounding the fault. This includes matching the trends and levels of common ground-motion parameters such as peak ground acceleration (PGA), peak ground velocity (PGV), response spectral acceleration (SA), and duration of shaking, adequately capturing near-fault phenomena such as rupture directivity and footwall/hanging wall effects, and reproducing region or site-specific effects such as basin response and site amplification.

**Simulation Methodology**

**Source Characterization**

The generation of a full kinematic rupture prescription requires specification of the spatially variable dislocation time function across the entire rupture surface. The necessary input parameters for this process are fault location and geometry (length, width, strike, and dip), seismic moment or magnitude, rupture initiation point (hypocenter), and slip direction (rake). In our formulation, the slip distribution is assumed to be random with a roughly wavenumber-squared spectral decay (e.g., Herrero and Bernard, 1994; Somerville et al., 1999; Mai and Beroza, 2002).

The rupture generation process begins with a uniform slip distribution having mild tapers at the sides and bottom of the
rupture surface (Fig. 1a). This is transformed to the wavenumber domain; using the procedure given in the Appendix, the spectrum is modified such that the wavenumber fall-off fits the von Karman correlation function given by Mai and Beroza (2002):

\[
A(k_s, k_d) = \left( \frac{a_s a_d}{(1 + K^2)^{H+1}} \right)^{1/2},
\]

where

\[
K^2 = a_s^2 k_s^2 + a_d^2 k_d^2
\]

is the normalized wavenumber \((k = 1/\text{wavelength})\), \(H\) is the Hurst exponent, and \(a_s\) and \(a_d\) are the along strike and down-dip correlation lengths, respectively. Following Mai and Beroza (2002), we set \(H = 0.75\) and specify the magnitude dependent correlation lengths using the relations

\[
\log_{10} a_s = 0.5 \times M_w - 1.7
\]

\[
\log_{10} a_d = 0.333 \times M_w - 0.7.
\]

The resulting two-dimensional (2D) function is then transformed back to the spatial domain and scaled such that the target moment is achieved and the standard deviation of the slip is 85% of the mean slip. One realization of this process is shown in Figure 1b. The spatial discretization (i.e., subfault size) of the final rupture model is on the order of 100 m.

In order to model ground motions for previous earthquakes, some information about the gross features of the slip distribution is necessary. In this situation, we begin with a low-pass filtered version of a slip model derived for the particular earthquake. Figure 1c shows an example of this for the Wald et al. (1991) slip model of the 1989 Loma Prieta earthquake. The filtering is done such that we retain only those wavelengths longer than the original subfault size used in the inversion. Then we add the higher wavenumbers using the method described previously. The resulting slip distribution for one realization of this process is shown in Figure 1d. Notice that while the long wavelength features of the original asperity distribution are generally preserved, the shorter length scales appear very similar in character to the purely random realization shown in Figure 1b.

Given an assumed hypocenter, rupture initiation times are then calculated using a two-step procedure. First, a background rupture speed distribution is given by

\[
V_r = \begin{cases} 
0.56 \times V_S & z < 5 \text{ km} \\
0.8 \times V_S & z > 8 \text{ km}.
\end{cases}
\]

**Figure 1.** Examples of slip distributions generated using the wavenumber filtering approach with random phasing. (a), (b) For hypothetical scenario earthquakes, we start with uniform slip having (a) tapered edges and then apply wavenumber filtering and scaling such that (b) the standard deviation of the resulting slip distribution slip is 85% of the mean. (c), (d) For previous earthquakes, we start with (c) a low-pass filtered representation of the slip distribution, and then apply the same processing as with the scenario case to obtain (d) the final result. Mean and maximum slip values are indicated at top right of each panel. The color version of this figure is available only in the electronic edition.
where $V_s$ is the local shear-wave velocity, $z$ is depth, and a linear transition is applied between depths of 5 and 8 km. The value of 80% of $V_s$ on the deeper portion of the fault is based on the average rupture speed determined for moderate and large crustal earthquakes by Somerville et al. (1999). The reduction of rupture speed by an additional 70% above 5 km is designed to represent the shallow weak zone in surface rupturing events (e.g., Marone and Scholz, 1988; Dalguer et al., 2008; Pitarka et al., 2009) and is consistent with the results of Shearer et al. (2006) based on their analysis of numerous California earthquakes. The specific value of the reduction factor in this shallow zone is not that well constrained; however, we tried a range of values from 50% to 80% and found the value of 70% to produce the most favorable results. The choice of 5 km for the depth of the weak zone is based on the analysis of Kagawa et al. (2004). This background distribution is used to determine an initial estimate of the rupture front arrival time at the $ith$ subfault, $T_{i0}$. The final value is then obtained by applying a timing perturbation that scales with the local slip:

$$T_{iF} = T_{i0} - \Delta t \left[ \log(s_i) - \log(s_A) \right] / \left[ \log(s_M) - \log(s_A) \right],$$

(5)

Here $s_i$ is the local slip value of the $ith$ subfault (constrained here to have a minimum threshold of 0.05 $s_A$), $s_A$ is the average slip for the entire fault, $s_M$ is the maximum slip on the fault, and the factor $\Delta t$ scales with seismic moment as

$$\Delta t = 1.8 \times 10^{-9} \times M_0^{1/3}.$$  

(6)

This scaling results in faster rupture propagation where the slip is large and slower rupture propagation where the slip is low, consistent with some models of dynamic rupture behavior (e.g., Day, 1982). The coefficient in equation (6) was determined by trial-and-error modeling with the general constraint that the maximum timing perturbations should be on the order of 1 to 2 s following the work of Hisada (2001). Additionally, we have assumed the timing perturbations scale with seismic moment in a self-similar manner. The top panel of Figure 2 shows contours of rupture initiation times determined using this procedure for the Loma Prieta earthquake model and a hypocenter located in the middle of the fault near the bottom edge. The scaling given by equation (5) allows the rupture to snake across the larger slip patches of the fault as it propagates away from the hypocenter.

Graves and Pitarka (2004) proposed a slip-rate function constructed of two triangles following the work of Guatteri et al. (2004). Subsequent studies have proposed alternative dynamically compatible slip-rate functions based on combinations of convolution operators (Tinti et al., 2005) or trigonometric functions (Liu et al., 2006). All of these functions require specification of the final slip amount and the total slip duration. The Tinti et al. (2005) function also requires specification of an additional parameter, which is the time at which the peak slip velocity occurs. Figure 3 compares these three functions and illustrates the close similarity among the formulations. For this comparison, we have set the time of the peak slip velocity in the Tinti et al. (2005) function to occur at 10% of the total slip duration. One advantage of the Tinti et al. (2005) and Liu et al. (2006) functions is that they eliminate the sharp corners in the triangle functions and have a smoother decay at the higher frequencies. Additionally, the Liu et al. (2006) function can be integrated analytically to derive a corresponding slip time function (e.g., Aagaard, Graves, Ma et al., 2010). For these reasons, we have adopted the Liu et al. (2006) function in our current parameterization.

The duration of the slip-rate function is governed by the local rise time of the $ith$ subfault, $\tau_i$, which scales as

$$\tau_i = \begin{cases} 2 \times k \times s_i^{1/2} & z < 5 \text{ km} \\ k \times s_i^{1/2} & z > 8 \text{ km} \end{cases},$$

(7)

with a linear transition between depths of 5 and 8 km. The depth scaling follows from Kagawa et al. (2004) who found a factor of 2 decrease in peak slip rate in the upper 5 km of surface rupturing events compared with deeper portions of the fault or to ruptures that do not break the surface.
The choice of scaling with square root of local slip represents a trade-off between the end member cases of constant rise time and constant slip velocity (e.g., Aagaard et al., 2008). The constant $k$ in equation (7) is determined such that the average rise time over the entire fault is equal to the value given by a modified version of the Somerville et al. (1999) expression

$$
\tau_A = \alpha_r \times 1.6 \times 10^{-9} \times M_w^{1/3}. \quad (8)
$$

The factor $\alpha_r$ scales the average rise time as a function of fault dip, $\delta$,

$$
\alpha_r = \begin{cases} 
1 & \delta > 60^\circ \\
0.82 & \delta < 45^\circ 
\end{cases}, \quad (9)
$$

where a linear transition is applied between dips of $60^\circ$ and $45^\circ$. This scaling provides for a reduction of the rise time with decreasing fault dip to reflect the observed trend for reverse and thrust events (Somerville, 1998), with the shorter rise times for thrust events implying relatively high dynamic stress drops (Nielsen and Olsen, 2000; Hartzell et al., 2005). Although the factor $\alpha_r$ is currently parameterized only as a function of fault dip, it should not be applied to normal faulting events because they occur under tension and presumably would have relatively low dynamic stress drops. Further calibration is needed to better constrain this factor for normal faulting events. Figure 2b plots the rise time distribution for the Loma Prieta earthquake model.

Finally, the slip direction (rake) is allowed to vary across the fault with a standard deviation of $15^\circ$ about a prescribed mean value. The spatial distribution of the random rake variations follows a von Karman correlation function (Mai and Beroza, 2002) with the correlation lengths given by equation (3). The maximal rake variations are truncated at $\pm 60^\circ$. Figure 2c plots the rake distribution for the Loma Prieta earthquake model with a mean value of $135^\circ$.

Low-Frequency Simulation ($f < 1 \text{ Hz}$)

The low-frequency portion of the simulation methodology uses a fully deterministic representation of source and wave propagation effects. The basic calculation is carried out using a parallelized three-dimensional (3D) visco-elastic, finite-difference algorithm (Graves, 1996) and incorporates both complex source rupture (as described previously) as well as wave propagation effects within arbitrarily heterogeneous 3D geologic structure. Anelastic attenuation is incorporated using the coarse-grain approach (Day and Bradley, 2001) with the quality factors given by the relations $Q_p = 50V_S^2$ (for $V_S$ in km/s) and $Q_s = 2Q_p$. In the near surface layers, we set the minimum shear velocity at 0.5 km/s, which dictates a grid size of 0.1 km for the fourth order spatial finite-difference operators to achieve accurate results up to 1 Hz.

High-Frequency Simulation ($f > 1 \text{ Hz}$)

The high-frequency portion of the simulation methodology has its roots in the pioneering work of Brune (1970) and Hanks and McGuire (1981), with the formal simulation approach for point sources first developed by Boore (1983) and the extension to finite-faults given by Frankel (1995), Beresnev and Atkinson (1997), and Hartzell et al. (1999). Recent work by Atkinson et al. (2009) and Boore (2009) provides systematic comparisons of the point-source and finite-fault stochastic formulations. In our approach, the fault is divided into a number of subfaults; we sum the response for each subfault assuming a random (stochastic) phase, a wave-number-squared source spectrum, and simplified Green’s functions calculated for a specified one-dimensional (1D) velocity structure.

A basic premise of this approach is that it is designed to utilize the random phasing of the radiated subfault waveform to represent the poorly constrained and/or unknown details of
the rupture process. For this reason, we choose to limit the subfault size used for the high-frequency calculation to have a minimum characteristic dimension no smaller than about 1 km. Using smaller subfaults deteriorates the fidelity of the approach because as the number of subfaults used in the summation increases, the solution can become deficient for certain frequencies due to destructive interference of the random phasing (e.g., Joyner and Boore, 1986). The exact nature of these deficiencies and their frequency extent will depend on the specified rupture, the specified velocity structure, and the locations of the observation sites. While the specific choice of a minimum 1 km limit on subfault size is somewhat arbitrary, we have found this approach produces credible results, as will be demonstrated later by example.

In our approach, each subfault \( i = 1, N \) contributes an acceleration amplitude spectrum given by

\[
A_i(f) = \sum_{j=1,M} C_{ij} S_i(f) G_{ij}(f) P(f),
\]

where \( \omega = 2\pi f \) is the angular frequency and the summation over \( j = 1, M \) accounts for different rays (e.g., direct, Moho-reflected). The radiation scale factor \( C_{ij} \) is given by

\[
C_{ij} = \frac{F_i R_{ pij}}{4\pi \rho_i \beta_i^3},
\]

where \( F_i = 2 \) accounts for free surface amplification, \( R_{ pij} \) is a conically averaged radiation pattern term spanning a range of ±45° in slip mechanism and take-off angle, and \( \rho_i \) and \( \beta_i \) are the density and shear-wave velocity at the center of the subfault. The source radiation spectrum is given by

\[
S_i(f) = m_i F f^2 [1 + F(f/f_{ci})^2]^{-1},
\]

where \( m_i = d_i \mu_i A_T / M_o \) is the relative seismic moment of the \( i \)th subfault and \( F = M_o /[N \sigma_p d]\) is a factor introduced by Frankel (1995), which scales the subfault corner frequency to that of the mainshock and ensures the total moment of the summed subfaults is the same as the mainshock moment \( (M_o) \). The slip and rigidity of the \( i \)th subfault are given by \( d_i \) and \( \mu_i \), respectively; \( A_T \) is the total fault area; \( N \) is the total number of subfaults; \( \sigma_p \) is the Brune stress parameter (set 50 bars); and \( dl \) is the average subfault dimension. The subfault corner frequency is given by

\[
f_{ci} = \frac{c_0 V_{R s}}{\alpha_s \pi d l},
\]

where \( c_0 = 2.1 \) is an empirically determined constant, \( V_{R s} \) is the local rupture speed at the subfault as given by equation (4), and \( \alpha_s \) is the dip related scale factor given by equation (9).

The path term is given by

\[
G_{ij}(f) = \frac{I_i(f)}{r_{ij}} \exp \left[-\pi f^{1-x} \sum_{k=1,L} t_{ijk}/q_k \right],
\]

where \( r_{ij} \) is the total path length of the \( j \)th ray from the \( i \)th subfault to the receiver and \( I_i(f) \) represents gross impedance effects calculated using quarter wavelength theory (Boore and Joyner, 1997) within the specified 1D velocity structure. Anelasticity is incorporated via a travel-time weighted average of the \( Q \) values for each of the velocity layers (Ou and Herrmann, 1990) with an assumed frequency dependence of the form \( Q(f) = Q_0 f^x \). The summation over \( k = 1, L \) represents all of the ray path segments through the layers of the 1D velocity model, with \( t_{ijk} \) and \( q_k \) being the travel-time of the particular ray segment and \( Q \) value, respectively, within each velocity layer \( k \). The constant \( Q \) of each velocity layer is modeled as a linear function of the shear-wave velocity

\[
q_k = a + b \beta_k,
\]

with the constants \( a \) and \( b \) determined empirically. Finally, the high-frequency spectral decay is modeled by Anderson and Hough (1984) as

\[
P(f) = \exp(-\pi \kappa f).
\]

Following the method of Boore (1983), the phase spectrum of the radiated acceleration for each ray is derived from a windowed time sequence of band-limited white Gaussian noise. We use a Saragoni and Hart (1974) windowing function with the peak of the envelope set at the direct S-wave arrival time with \( \varepsilon = 0.2 \) and \( \eta = 0.05 \) (see Boore, 1983, p. 1869). The duration of the window for the \( i \)th subfault is given by

\[
T_{di} = f_{ci}^{-1} + c_1 R_i,
\]

where \( c_1 = 0.063 \) is an empirically determined constant and \( R_i \) is the horizontal distance from the \( i \)th subfault to the receiver.

Site-Specific Amplification Factors

In the individual low-frequency and high-frequency calculations the minimum shear wave speed is set to 500 m/s and 865 m/s, respectively. This is done not only for computational efficiency, but also reflects our lack of sufficient knowledge regarding the detailed nature of the subsurface velocity structure, particularly in the upper few hundred meters. In order to account for site-specific geologic conditions in the final broadband response, we apply period-dependent, nonlinear amplification factors to the simulated time histories. These factors are based on the 30 m traveltime averaged shear-wave speed \( (V_{S30}) \) at the site of interest and were developed using equivalent linear site response analysis (Walling et al., 2008) as implemented in the ground-motion prediction equation (GMPE) of Campbell and Bozorgnia (2008). We chose the formulation of Campbell and Bozorgnia (2008) because they employ separate terms for deep-basin amplification (which is explicitly included in our low-frequency calculation) and local site-specific amplification.
The site-specific amplification factors have the general form

\[ F(T_i) = \frac{f(v_{site, pgaR, T_i})}{f(v_{ref, pgaR, T_i})} \]

(18)

where \( T_i \) are the discrete periods given by Campbell and Bozorgnia (2008); \( f(x, y, z) \) is a function containing empirically derived, period-dependent coefficients; \( v_{site} \) denotes \( V_{S30} \) at the site of interest; \( v_{ref} \) corresponds to the \( V_{S30} \) used in the simulation; and \( pgaR \) denotes the rock level PGA from the short-period calculation. The amplification factors are applied to the low- and high-frequency responses separately because these have different reference site velocities. At each location in the simulation grid, we first obtain the site-specific \( V_{S30}(v_{site}) \) from the map of Wills et al. (2000); then \( v_{ref} \) is set to either the shear wave speed from the 3D velocity model for that location (low-frequency response) or the 1D velocity model (high-frequency response).

The amplification functions of Campbell and Bozorgnia (2008) are defined to a maximum spectral response period of 10 s. For periods greater than 1 s, we limit the level of the amplification factor to be no greater than its value at 1 s period and then taper to a level of unity from 5 to 10 s period. This is done to reduce the potential for overamplification of the longer periods, which are already included to a certain extent in the deterministic model, and to obtain a smooth transition for periods greater than 10 s.

We construct smoothly varying functions by linearly interpolating between the factors at the discrete periods and then apply these to the Fourier amplitude spectra of the simulated responses. Although the amplification factors are strictly defined for response spectra, the application in the Fourier domain is justified because the functions vary slowly with frequency. Once the amplification factors have been applied, we combine the individual low- and high-frequency responses into a single broadband time series using a set of matched fourth order Butterworth filters having a common corner frequency of 1 Hz (Hartzell et al., 1999).

Modeling of Past Earthquakes

1989 Loma Prieta Earthquake

Our model region for the Loma Prieta earthquake covers the area within about 100 km of the rupture surface, which includes 71 strong-motion recording sites. A detailed listing of these sites is given in the electronic supplement to this paper. Figure 4 shows a map view of the rupture surface and nearby recording sites. The site types range from BC to D (Wills et al., 2000). We have adopted a fault geometry and hypocenter following Wald et al. (1991) for our simulations. The fault is 40 km long and has a down-dip width of 17.5 km. The strike is 130°, dip is 70°, and the average rake is 135°. This model deviates slightly from the Wald et al. (1991) representation in that we have trimmed 2.5 km from the top edge of their fault since the slip is identically zero in this section. Table 1 lists the fault parameters used for our rupture model. We use a seismic moment of \( 1.83 \times 10^{36} \) dyne-cm, giving a moment magnitude of 6.81. The rupture model used for this simulation has been discussed earlier and is shown in Figure 2.

The subsurface velocity structure is based on version 08.3.0 of the U.S. Geological Survey 3D Bay Area Velocity Model (see the Data and Resources section). This model contains a 3D representation of the major geologic blocks and faults in the greater San Francisco Bay region, including the subsurface shape, depth, and properties of the major sedimentary basins, as well as the Conrad and Moho discontinuities and the structure of the upper mantle. For the low-frequency simulation, we discretize this model at a uniform grid spacing of 0.1 km and impose a minimum shear-wave velocity threshold of 0.5 km/s. For the high-frequency simulation, we construct a representative 1D velocity profile by averaging the profiles sampled at each of the strong-motion recording sites and also constraining \( V_{S30} \) to be 865 m/s. Table 2 lists the Loma Prieta region 1D velocity model. High-frequency \( Q \) is modeled using equations (14) and (15), with \( x = 0.6 \), \( a = 41 \), and \( b = 34 \).

Figure 5a,b compares observed and simulated ground-velocity waveforms at five selected sites. Broadband motions are shown in Figure 5a; low-pass filtered (\( f < 0.5 \) Hz) records are shown in Figure 5b. These sites are indicated on the map shown in Figure 4 and were chosen as a representative
sample spanning the region covered by the simulation. Because we are using a generalized rupture model of this earthquake that incorporates only limited information about the actual rupture, we cannot hope to match all the details of the recorded waveforms. In general the amplitude, duration, and frequency content of the observed waveforms are matched reasonably well by the simulation for these sites. In the near-fault region (LGPC and COR), the motions are pulselike and relatively brief. Station LGPC experiences strong rupture directivity resulting in a concentrated pulse of motion on the fault-normal (218° azimuth) component of motion. At COR, which is close to the epicenter, the motions are stronger in high frequencies and the amplitude is roughly the same on fault-normal and fault-parallel (128° azimuth) components. To the north in the Santa Clara basin (AGNW), the waves begin to interact with the 3D structure, generating a complex set of arrivals. The simulation generally matches this character, although it tends to produce stronger calculated PGA and PGV residuals plotted as functions of distance from the rupture plane. The level and trend of the observed values are matched well by the simulation. The amount of variability (scatter) in the simulated PGA is somewhat lower than the observed values, while for PGV, the simulations exhibit a similar level of variability as seen in the observations. Also shown in Figure 6 are PGA and PGV residuals plotted as functions of distance and separated into sites having $V_S$ above and below 400 m/s. There is little systematic trend in these residuals for distances out to about 60 km. The sites beyond 60 km are primarily located in and around San Francisco, and the simulation generally underpredicts the PGA and PGV at these sites. We have also computed residuals for 5% damped spectral acceleration, which indicate the underprediction at these more distant sites is limited to periods less than about 1 s. Plots of these residuals are included in the electronic supplement to this paper. Previous studies (e.g., Somerville and Yoshimura, 1990) have demonstrated the importance of critical Moho reflections to the ground-motion response at these sites. Aagaard, Brocher, Dolenc, Dreger, Graves, Harmsen, Hartzell, Larsen, and Zoback (2008) estimate that for sites in this distance range, the Moho reflections account for an increase in PGA level of about 35% and in PGV level of about 15%. Because our simulation includes the effect of Moho reflections for both the low- and high-frequency portions of the model, we suspect that this underprediction results from deficiencies in our assumed 3D velocity model and/or deficiencies in our assumed site response model.

We also compare the data and simulations using the model bias and standard error for 5% damped spectral acceleration calculated from the broadband time series (e.g., Schneider et al., 1993). For the $j$th station, the residual between the observed and simulated spectral acceleration at a period $T_j$ is given by

$$r_j(T_j) = \ln\left[O_j(T_j)/S_j(T_j)\right].$$

Table 1

<table>
<thead>
<tr>
<th>Earthquake</th>
<th>Longitude Top Center*</th>
<th>Latitude Top Center*</th>
<th>Depth$^1$ (km)</th>
<th>Length (km)</th>
<th>Width (km)</th>
<th>Strike (°)</th>
<th>Dip (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loma Prieta</td>
<td>–121.841</td>
<td>37.079</td>
<td>3.85</td>
<td>40</td>
<td>17.5</td>
<td>128</td>
<td>70</td>
</tr>
<tr>
<td>Northridge</td>
<td>–118.515</td>
<td>34.344</td>
<td>5.00</td>
<td>20</td>
<td>25</td>
<td>122</td>
<td>40</td>
</tr>
<tr>
<td>Landers segment 1</td>
<td>–116.630</td>
<td>34.606</td>
<td>0</td>
<td>27</td>
<td>15</td>
<td>140</td>
<td>90</td>
</tr>
<tr>
<td>Landers segment 2</td>
<td>–116.497</td>
<td>34.440</td>
<td>0</td>
<td>21</td>
<td>15</td>
<td>154</td>
<td>90</td>
</tr>
<tr>
<td>Landers segment 3</td>
<td>–116.440</td>
<td>34.228</td>
<td>0</td>
<td>30</td>
<td>15</td>
<td>175</td>
<td>90</td>
</tr>
<tr>
<td>Imperial Valley</td>
<td>–115.412</td>
<td>32.739</td>
<td>0</td>
<td>39</td>
<td>10.5</td>
<td>143</td>
<td>90</td>
</tr>
</tbody>
</table>

*Longitude and latitude are given for the top center location of the fault plane.

$^1$Depth is given from the surface to the top of the fault plane.

Table 2

<table>
<thead>
<tr>
<th>Thickness (km)</th>
<th>$V_p$ (km/s)</th>
<th>$V_S$ (km/s)</th>
<th>Density (g/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.002</td>
<td>1.70</td>
<td>0.45</td>
<td>2.00</td>
</tr>
<tr>
<td>0.004</td>
<td>1.80</td>
<td>0.65</td>
<td>2.10</td>
</tr>
<tr>
<td>0.006</td>
<td>1.80</td>
<td>0.85</td>
<td>2.10</td>
</tr>
<tr>
<td>0.008</td>
<td>1.90</td>
<td>0.95</td>
<td>2.10</td>
</tr>
<tr>
<td>0.01</td>
<td>2.00</td>
<td>1.15</td>
<td>2.20</td>
</tr>
<tr>
<td>0.07</td>
<td>2.40</td>
<td>1.20</td>
<td>2.20</td>
</tr>
<tr>
<td>0.10</td>
<td>2.60</td>
<td>1.30</td>
<td>2.40</td>
</tr>
<tr>
<td>0.30</td>
<td>3.00</td>
<td>1.40</td>
<td>2.45</td>
</tr>
<tr>
<td>0.50</td>
<td>3.60</td>
<td>1.95</td>
<td>2.55</td>
</tr>
<tr>
<td>0.50</td>
<td>4.40</td>
<td>2.50</td>
<td>2.60</td>
</tr>
<tr>
<td>1.00</td>
<td>4.80</td>
<td>2.80</td>
<td>2.60</td>
</tr>
<tr>
<td>1.00</td>
<td>5.25</td>
<td>3.10</td>
<td>2.62</td>
</tr>
<tr>
<td>1.50</td>
<td>5.50</td>
<td>3.25</td>
<td>2.65</td>
</tr>
<tr>
<td>2.00</td>
<td>5.60</td>
<td>3.35</td>
<td>2.70</td>
</tr>
<tr>
<td>2.00</td>
<td>5.75</td>
<td>3.45</td>
<td>2.72</td>
</tr>
<tr>
<td>8.00</td>
<td>6.10</td>
<td>3.60</td>
<td>2.75</td>
</tr>
<tr>
<td>8.00</td>
<td>6.50</td>
<td>3.80</td>
<td>3.00</td>
</tr>
<tr>
<td>–</td>
<td>7.80</td>
<td>4.40</td>
<td>3.30</td>
</tr>
</tbody>
</table>
Figure 5. (a) Comparison of recorded (top) and simulated (bottom) broadband three-component ground-velocity waveforms at five selected sites for the Loma Prieta earthquake. Horizontal components have been rotated into fault-parallel (128° azimuth) and fault-normal (218° azimuth) orientations. Station locations are indicated in Figure 4. The recorded and simulated motions for each component and station are scaled to the maximum value listed above each pair of waveforms. (b) Comparison of recorded (top) and simulated (bottom) low-pass filtered ($f < 0.5$ Hz) three-component ground-velocity waveforms at five selected sites for the Loma Prieta earthquake. Horizontal components have been rotated into fault-parallel (128° azimuth) and fault-normal (218° azimuth) orientations. Station locations are indicated in Figure 4. The recorded and simulated motions for each component and station are scaled to the maximum value listed above each pair of waveforms. The color version of this figure is available only in the electronic edition.
where $O_j(T_i)$ and $S_j(T_i)$ are the observed and simulated values on a given component, respectively. The model bias is then given by

$$B(T_i) = \frac{1}{N} \sum_{j=1,N} r_j(T_i),$$

(20)

and the standard error is given by

$$\sigma(T_i) = \left\{ \frac{1}{N} \sum_{j=1,N} \left[ r_j(T_i) - B(T_i) \right]^2 \right\}^{1/2},$$

(21)

where $N$ is the total number of stations. Figure 7 shows the model bias and standard error for the Loma Prieta simulation. For this comparison, we compute separate measures for the horizontal components of motion oriented in the fault-parallel (128° azimuth) and fault-normal (218° azimuth) orientations, as well as their geometric mean (average horizontal); we only consider sites in the near-fault region, that is, those located within one fault length (40 km) of the rupture surface. There are a total of 36 sites within this distance range. The comparisons shown in Figure 7 exhibit little systematic model bias across a wide frequency range. This is true for the average horizontal component as well as for the individual fault-normal and fault-parallel components. The standard error ranges from about 0.4 to 0.6 natural log units.

1994 Northridge Earthquake

Our model region for the Northridge earthquake covers the area within about 70 km of the rupture surface, which includes 133 strong-motion recording sites. A detailed listing of these sites is given in the electronic supplement to this paper. Figure 8 shows a map view of the rupture surface and nearby recording sites. The site types range from BC to D (Wills et al., 2000). We have adopted a fault geometry and hypocenter following Hartzell et al. (1996) for our simulations. The fault is 20 km long and has a down-dip width of 25 km. The strike is 122°, dip is 40°, and the average rake is 101°. Table 1 lists the fault parameters used for our rupture model. We use a seismic moment of $1.17 \times 10^{26}$ dyne-cm, giving a moment magnitude of 6.68. Our rupture model is derived starting from a low-pass version of the Hartzell et al. (1996) slip distribution, and then following the steps described earlier to develop the full kinematic description. Previous studies of the Northridge earthquake have found this event is characterized by a relatively brief slip rise time, resulting in an increased level of shorter period energy release indicative of a relatively high dynamic stress drop rupture (e.g., Wald et al., 1996; Hartzell et al., 1996; Beresnev and Atkinson, 1998; Hartzell et al., 2005). We account for this observation using the dip-dependent scaling given by
Results from equation (9), which results in an 18% decrease in rise time and a 22% increase in corner frequency. The rupture model used for our simulations is shown in Figure 9.

The subsurface velocity structure is based on version 4 of the Southern California Earthquake Center (SCEC) Community Velocity Model (CVM4; see the Data and Resources section). This model contains a 3D representation of the major geologic blocks and faults in the greater Los Angeles region, including the subsurface shape, depth, and properties of the major sedimentary basins as well as the Moho discontinuity and the structure of the upper mantle. In regions outside of the sedimentary basins, the SCEC CVM4 has unrealistically high velocities in the near surface material, typically with shear-wave velocities of about 3 km/s. Using the generic rock site profile proposed by Boore and Joyner (1997), we have modified this model to include a velocity taper in the near surface for these nonbasin regions. This gives more reasonable shear-wave velocities of about 0.8 to 1 km/s in the near surface. For the low-frequency simulation, we discretize the model at a uniform grid spacing of 0.1 km and impose a minimum shear-wave velocity threshold of 0.5 km/s. For the high-frequency simulation, we construct a representative 1D velocity profile by averaging the profiles sampled at each of the strong-motion recording sites and also constraining $V_{S30}$ to be 865 m/s.

Table 3 lists the Northridge region 1D velocity model. High-frequency $Q$ is modeled using equations (14) and (15), with $x = 0.6$, $a = 41$, and $b = 34$.

Figure 10a,b compares observed and simulated ground-velocity waveforms at five selected sites. Broadband motions are shown in Figure 10a, and low-pass filtered $(f < 0.5 \text{ Hz})$ records are shown in Figure 10b. These sites are indicated on the map shown in Figure 8 and were chosen as a representative sample spanning the region covered by the simulation. Because we are using a generalized rupture model of this earthquake that incorporates only limited information about the actual rupture, we cannot hope to match all the details of the recorded waveforms. As with the Loma Prieta simulation, the amplitude, duration, and frequency content of the

Figure 7. Model bias (heavy line) and standard error (shaded region) for 5% damped spectral acceleration using 36 sites for the Loma Prieta earthquake. (a) Panel is for fault-parallel component, (b) panel is for fault-normal component, and (c) panel is for the average horizontal (geometric mean) component. The color version of this figure is available only in the electronic edition.

Figure 8. Map of the model region used for the Northridge earthquake simulation. The rectangle indicates the surface projection of the fault with the heavy line denoting the top edge. The star is the epicenter and the triangles are recording stations analyzed in our study. Labeled stations are discussed in the text. Generalized surface geology follows the classification of Wills et al. (2000): white contains classes B, BC, and C; dark shading is CD; and light shading is class D. The color version of this figure is available only in the electronic edition.
observed waveforms are matched reasonably well by the simulation for these sites. The Northridge event produced strong rupture directivity effects toward the north. These effects are readily seen in the observed and simulated waveforms at station JENG where the motions are concentrated into brief pulselike arrivals, which are strongest on the fault-normal (212° azimuth) horizontal component. Relatively strong shaking also occurred near the epicenter at SATI, although the duration of strong shaking is longer compared with JENG; multiple later arrivals generated within the sediments of the San Fernando basin are apparent in the waveforms. Further to the south (UGLG), the waves enter the northern margin of the Los Angeles basin where the largest amplitude arrivals are basin-generated surface waves, which follow the first arriving $S$ waves by several seconds. In comparison to these basin sites, the response at the stiffer sites of GLLP and VASQ are characterized by higher frequency and relatively shorter duration motions, which are also reproduced in the simulations.

We compare observed and simulated PGA and PGV as functions of closest distance to the rupture surface in Figure 11. Both the level and trend of the observations are matched quite well by the simulation. As was noted for the Loma Prieta simulation, the amount of variability produced by the simulation is less than that observed for PGA, but is closer to that observed for PGV. The residuals shown in Figure 11b,d show little systematic bias either as a function of distance or site type. Additionally, a similar result is found for 5% damped spectral acceleration at periods ranging from 0.05 to 5 s (see the electronic supplement to this paper).

Using equations (19), (20), and (21), we compute the model bias and standard error for 5% damped spectral acceleration over a suite of periods from 0.05 to 8 s for the Northridge simulation. The results are displayed in Figure 12 for the fault-parallel (122° azimuth), fault-normal (212° azimuth), and fault-oblique (142° azimuth) directions.

### Table 3

<table>
<thead>
<tr>
<th>Thickness (km)</th>
<th>$V_p$ (km/s)</th>
<th>$V_s$ (km/s)</th>
<th>Density (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.002</td>
<td>1.70</td>
<td>0.45</td>
<td>2.00</td>
</tr>
<tr>
<td>0.004</td>
<td>1.80</td>
<td>0.65</td>
<td>2.10</td>
</tr>
<tr>
<td>0.006</td>
<td>1.80</td>
<td>0.85</td>
<td>2.10</td>
</tr>
<tr>
<td>0.008</td>
<td>1.90</td>
<td>0.95</td>
<td>2.10</td>
</tr>
<tr>
<td>0.01</td>
<td>2.00</td>
<td>1.15</td>
<td>2.20</td>
</tr>
<tr>
<td>0.07</td>
<td>2.40</td>
<td>1.20</td>
<td>2.20</td>
</tr>
<tr>
<td>0.20</td>
<td>2.80</td>
<td>1.40</td>
<td>2.30</td>
</tr>
<tr>
<td>0.20</td>
<td>3.10</td>
<td>1.60</td>
<td>2.40</td>
</tr>
<tr>
<td>0.20</td>
<td>3.40</td>
<td>1.80</td>
<td>2.45</td>
</tr>
<tr>
<td>0.30</td>
<td>3.70</td>
<td>2.10</td>
<td>2.50</td>
</tr>
<tr>
<td>2.00</td>
<td>4.40</td>
<td>2.40</td>
<td>2.60</td>
</tr>
<tr>
<td>2.00</td>
<td>5.10</td>
<td>2.80</td>
<td>2.70</td>
</tr>
<tr>
<td>1.00</td>
<td>5.60</td>
<td>3.15</td>
<td>2.75</td>
</tr>
<tr>
<td>5.00</td>
<td>6.15</td>
<td>3.60</td>
<td>2.825</td>
</tr>
<tr>
<td>5.00</td>
<td>6.32</td>
<td>3.65</td>
<td>2.85</td>
</tr>
<tr>
<td>5.00</td>
<td>6.55</td>
<td>3.70</td>
<td>2.90</td>
</tr>
<tr>
<td>10.00</td>
<td>6.80</td>
<td>3.80</td>
<td>2.95</td>
</tr>
<tr>
<td>–</td>
<td>7.80</td>
<td>4.50</td>
<td>3.20</td>
</tr>
</tbody>
</table>
Figure 10. (a) Comparison of recorded (top) and simulated (bottom) broadband three-component ground-velocity waveforms at five selected sites for the Northridge earthquake. Horizontal components have been rotated into fault-parallel (122° azimuth) and fault-normal (212° azimuth) orientations. Station locations are indicated in Figure 8. The recorded and simulated motions for each component and station are scaled to the maximum value listed above each pair of waveforms. (b) Comparison of recorded (top) and simulated (bottom) low-pass filtered ($f < 0.5$ Hz) three-component ground-velocity waveforms at five selected sites for the Northridge earthquake. Horizontal components have been rotated into fault-parallel (122° azimuth) and fault-normal (212° azimuth) orientations. Station locations are indicated in Figure 8. The recorded and simulated motions for each component and station are scaled to the maximum value listed above each pair of waveforms. The color version of this figure is available only in the electronic edition.
and average horizontal (geometric mean) components. This comparison is limited to sites having a closest distance within 25 km from the rupture, yielding a total of sites. The model bias is near zero for all components across the entire bandwidth, indicating that, on average, the simulation is accurately reproducing the main characteristics of the observed ground motions. Additionally, the standard error for these comparisons is about 0.4 to 0.5 natural log units.

1992 Landers Earthquake

Our model region for the Landers earthquake covers the area within about 100 km of the rupture surface, which includes 23 strong-motion recording sites. A detailed listing of these sites is given in the electronic supplement to this paper. Figure 13 shows a map view of the rupture planes and nearby recording sites. The site types range from BC to D (Wills et al., 2000). We have adopted a fault geometry and hypocenter following Wald and Heaton (1994) for our simulations. The fault is composed of three segments, all having a dip of 90° and down-dip width of 15 km. We have collapsed the overlapping portions of the segments from the Wald and Heaton (1994) model so that the individual segments abut one another. From north to south, the segments have lengths of 27, 21, and 30 km and strike directions of 140°, 154°, and 175°, respectively. The average rake is 180°. Table 1 lists the fault parameters used for our rupture model. We use a total seismic moment of $6.16 \times 10^{26}$ dyne-cm, giving a moment magnitude of 7.16.

Our rupture model is derived starting from a low-pass version of the Wald and Heaton (1994) strong-motion slip distribution with the modification that we increase the slip by 100 cm in a 9 km by 7.5 km patch surrounding the hypocenter. This was necessary in order to match the level of ground motions observed to the south of the rupture where we have about twice the number of observation sites as used in the Wald and Heaton (1994) source inversion study. The full kinematic description is then developed following the steps described earlier with one refinement. In order to model the effect of rupture propagating from one fault segment to another, we apply a 50% reduction of the rupture propagation speed within 4 km of each segment boundary. This delays the rupture as it jumps from segment to segment, consistent with source modeling studies (e.g., Wald and Heaton, 1994) and dynamic rupture simulations (e.g., Harris and Day, 1999). The rupture model developed for our simulations is shown in Figure 14. Although the pattern of rupture propagation is rather complex, the delay in rupture speed across the segment boundaries is evident from the rupture initiation contours.

![Figure 11](image)

Figure 11. (a), (b) Comparison of recorded and simulated PGA and (c), (d) PGV plotted as functions of closest distance to the fault surface for the Northridge earthquake. (a), (c) Panels show absolute ground-motion values (recorded as crosses, simulated as circles) and (b), (d) panels show the residuals of the recorded and simulated values in natural log units. For residuals, sites have been separated into two groups based on $V_{30}$. The color version of this figure is available only in the electronic edition.
shown in the top panel of this figure. Additionally, the slowing of the rupture and the lengthening of the rise time within the upper 5 km (from equations 4 and 7) are also quite clear.

The subsurface velocity structure is based on the SCEC CVM4, modified to include the Boore and Joyner (1997) generic rock velocity structure in the near surface of the non-basin portions of the model. For the low-frequency simulation, we discretize this model at a uniform grid spacing of 0.1 km and impose a minimum shear-wave velocity threshold of 0.5 km/s. For the high-frequency simulation, we construct a representative 1D velocity profile by averaging the profiles sampled at each of the strong-motion recording sites and also constraining $V_{S30}$ to be 865 m/s. Table 4 lists the Landers region 1D velocity model. High-frequency $Q$ is modeled using equations (14) and (15), with $x = 0.8$, $a = 41$, and $b = 34$.

Figure 15a,b compares observed and simulated ground-velocity waveforms at five selected sites. Broadband motions are shown in Figure 15a, and low-pass filtered ($f < 0.5$ Hz) records are shown in Figure 15b. These sites are indicated on the map shown in Figure 13 and were chosen as a representative sample spanning the region covered by the simulation. Because we are using a generalized rupture model of this earthquake that incorporates only limited information about the actual rupture, we cannot hope to match all the details of the recorded waveforms. As with the previous simulations, the amplitude, duration, and frequency content of the observed waveforms are matched reasonably well by the simulation for these sites. Due to primarily unilateral rupture initiating at the southern end of the fault, the Landers event produced strong rupture directivity effects toward the northwest. These effects are readily seen in the observed and simulated waveforms at stations LUC and CE23559. Station LUC is very close to the rupture; the motions here are concentrated into brief pulselike arrivals, which are strongest on the fault-normal (240° azimuth) horizontal.
component. The simulated motions at LUC exhibit somewhat more complexity than the observed waveforms, probably related to inadequacies in our assumed rupture model. At the more distant station CE23559, the waves begin to disperse due to developing surface wave energy; however, the effects of rupture directivity are still apparent with the fault-normal motions having twice the amplitude of the fault-parallel motions (150° azimuth). For the sites located off the sides of the fault (CE23583 and CE21081), the observed and simulated waveforms are characterized by a series of relatively longer period arrivals and somewhat stronger fault-parallel motions compared with the fault-normal motions. These sites experience a much longer apparent source duration relative to the more northern sites, which leads to the extended series of arrivals with the motions more strongly polarized on the fault-parallel component due to the predominantly strike-slip nature of the rupture. Near the epicenter (5071), the amplitude of motion is relatively low and the duration of shaking is much longer compared with the sites to the north. These features result from the rupture propagating away from this site, giving rise to a very long apparent source duration even though the site is relatively close to the rupture.

Figure 14. Kinematic rupture description developed for the three segment model of the Landers earthquake. (a) Panel shows slip distribution with rupture front contours at 1 s intervals super imposed, (b) panel shows distribution of slip rise time, and (c) panel shows distribution of rake. Triplet of numbers at top right of each panel indicates the minimum, mean, and maximum values of the given distribution, respectively. The color version of this figure is available only in the electronic edition.

Figure 16 compares observed and simulated PGA and PGV as functions of closest distance to the rupture surface. Both the level and trend of the observations are matched quite

<table>
<thead>
<tr>
<th>Thickness (km)</th>
<th>$V_p$ (km/s)</th>
<th>$V_s$ (km/s)</th>
<th>Density (g/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.002</td>
<td>1.70</td>
<td>0.45</td>
<td>2.00</td>
</tr>
<tr>
<td>0.004</td>
<td>1.80</td>
<td>0.65</td>
<td>2.10</td>
</tr>
<tr>
<td>0.006</td>
<td>1.80</td>
<td>0.85</td>
<td>2.10</td>
</tr>
<tr>
<td>0.008</td>
<td>1.90</td>
<td>0.95</td>
<td>2.10</td>
</tr>
<tr>
<td>0.01</td>
<td>2.00</td>
<td>1.15</td>
<td>2.20</td>
</tr>
<tr>
<td>0.07</td>
<td>2.80</td>
<td>1.40</td>
<td>2.30</td>
</tr>
<tr>
<td>0.20</td>
<td>3.40</td>
<td>1.70</td>
<td>2.40</td>
</tr>
<tr>
<td>0.20</td>
<td>3.90</td>
<td>2.00</td>
<td>2.50</td>
</tr>
<tr>
<td>0.20</td>
<td>4.30</td>
<td>2.30</td>
<td>2.60</td>
</tr>
<tr>
<td>0.30</td>
<td>4.40</td>
<td>2.50</td>
<td>2.65</td>
</tr>
<tr>
<td>2.00</td>
<td>5.10</td>
<td>2.80</td>
<td>2.70</td>
</tr>
<tr>
<td>2.00</td>
<td>6.00</td>
<td>3.30</td>
<td>2.75</td>
</tr>
<tr>
<td>1.00</td>
<td>6.10</td>
<td>3.45</td>
<td>2.80</td>
</tr>
<tr>
<td>5.00</td>
<td>6.15</td>
<td>3.60</td>
<td>2.825</td>
</tr>
<tr>
<td>5.00</td>
<td>6.32</td>
<td>3.65</td>
<td>2.85</td>
</tr>
<tr>
<td>5.00</td>
<td>6.55</td>
<td>3.70</td>
<td>2.90</td>
</tr>
<tr>
<td>10.00</td>
<td>6.80</td>
<td>3.80</td>
<td>2.95</td>
</tr>
<tr>
<td>-</td>
<td>7.80</td>
<td>4.50</td>
<td>3.20</td>
</tr>
</tbody>
</table>
Figure 15.  (a) Comparison of recorded (top) and simulated (bottom) broadband three-component ground-velocity waveforms at five selected sites for the Landers earthquake. Horizontal components have been rotated into fault-parallel (150° azimuth) and fault-normal (240° azimuth) orientations. Station locations are indicated in Figure 13. The recorded and simulated motions for each component and station are scaled to the maximum value listed above each pair of waveforms. (b) Comparison of recorded (top) and simulated (bottom) low-pass filtered \( (f < 0.5 \text{ Hz}) \) three-component ground-velocity waveforms at five selected sites for the Landers earthquake. Horizontal components have been rotated into fault-parallel (150° azimuth) and fault-normal (240° azimuth) orientations. Station locations are indicated in Figure 13. The recorded and simulated motions for each component and station are scaled to the maximum value listed above each pair of waveforms. The color version of this figure is available only in the electronic edition.
well by the simulation. In contrast to the other simulations, the amount of variability produced by the simulation is about the same as observed for both PGA and PGV. The apparent increase in simulated high-frequency variability may, to certain extent, result from the relatively sparse and geographically distributed set of stations that are available for the Landers earthquake. The residuals shown in Figure 16b,d show little systematic bias either as functions of distance or site type. Additionally, a similar result is found for 5% damped spectral acceleration at periods ranging from 0.05 to 5 s (see the electronic supplement to this paper).

Using equations (19), (20), and (21), we compute the model bias and standard error for 5% damped spectral acceleration over a suite of periods from 0.05 to 8 s for the Landers simulation. The results are displayed in Figure 17 for the fault-parallel (150° azimuth), fault-normal (240° azimuth), and average horizontal (geometric mean) components. This comparison is limited to sites having a closest distance within 80 km from the rupture, yielding a total of 21 sites. The model bias is near zero for all components across the entire bandwidth indicating that, on average, the simulation is accurately reproducing the main characteristics of the observed ground motions. The standard error for these comparisons is about 0.4 to 0.5 natural log units for periods less than about 0.5 s. For periods longer than 0.5 s, the standard error increases to about 0.6 to 0.7 natural log units. The increased standard error at the longer periods is probably due to deficiencies in our assumed rupture model, which have a relatively stronger impact on the deterministic aspects of the simulation.

1979 Imperial Valley Earthquake

Our model region for the 1979 Imperial Valley earthquake covers the area within about 60 km of the rupture surface, which includes 33 strong-motion recording sites. A detailed listing of these sites is given in the electronic supplement to this paper. Figure 18 shows a map view of the rupture plane and recording sites. The site types are primarily CD and D (Wills et al., 2000). We have adopted a fault geometry and hypocenter following Hartzell and Heaton (1983) for our simulations. We do not consider rupture on the adjacent Brawley fault, as this contributes only a small fraction of the total moment release (Olson and Apsel, 1982; Archuleta, 1984). Our fault model has a length of 39 km, a down-dip width of 10.5 km, a strike of 143°, and a dip of 90°. This model deviates slightly from the Hartzell and Heaton (1983) representation in that we have trimmed 3 km from the northwestern end of their fault.

Figure 16. (a), (b) Comparison of recorded and simulated PGA (left) and (c), (d) PGV (right) plotted as functions of closest distance to the fault surface for the Landers earthquake. (a), (c) Top panels show absolute ground-motion values (recorded as crosses, simulated as circles) and (b), (d) panels show the residuals of the recorded and simulated values in natural log units. For residuals, sites have been separated into two groups based on \( V_{s30} \). The color version of this figure is available only in the electronic edition.
because the slip is essentially zero in this section. The average rake is 180°. Table 1 lists the fault parameters used for our rupture model. We use a seismic moment of $6.02 \times 10^{25}$ dyne-cm, giving a moment magnitude of 6.49.

The derivation of our rupture model starts from a low-pass version of the Hartzell and Heaton (1983) slip distribution, and then we generate the full kinematic description using the steps described earlier. Figure 19 displays the rupture model developed for our simulations. Because the rupture is confined to depths shallower than about 10 km, the decrease of the rupture propagation speed and the lengthening of the rise time within the upper 5 km are quite significant. In particular, the strong refraction of the rupture front in the shallow portion of the fault bends the propagation direction toward the vertical and produces a very high apparent propagation speed at the ground surface. Locally, the rupture speed exceeds the shear-wave velocity only in the deeper high slip portions of the fault, which is consistent with some previous models of this earthquake (e.g., Archuleta, 1984).

The subsurface velocity structure is based on the SCEC CVM4, modified to include the Boore and Joyner (1997) generic rock velocity structure in the near surface of the non-basin portions of the model. In addition, we have replaced the CVM4 shear-wave velocities within the Imperial Valley sediment using the mudline relation of Brocher (2005). This was necessary because the lowest shear-wave velocity for these sediments in the original CVM4 is unrealistically high (about 800 m/s). For the low-frequency simulation, we discretize the model at a uniform grid spacing of 0.1 km and impose a minimum shear-wave velocity threshold of 0.5 km/s. For the high-frequency simulation, we construct a representative 1D velocity profile by averaging the profiles sampled at each of the strong-motion recording sites and also constraining $V_{S30}$ to be 865 m/s. Table 5 lists the Imperial Valley region 1D velocity model. High-frequency $Q$ is modeled using equations (14) and (15), with $x = 0.8$, $a = 8$, and $b = 20$.

Figure 17. Model bias (heavy line) and standard error (shaded region) for 5% damped spectral acceleration using 21 sites for the Landers earthquake. (a) Panel is for fault-parallel component, (b) panel is for fault-normal component, and (c) panel is for the average horizontal (geometric mean) component. The color version of this figure is available only in the electronic edition.

Figure 18. Map of the model region used for the 1979 Imperial Valley earthquake simulation. The heavy line indicates the surface fault trace. The star is the epicenter and the triangles are recording stations analyzed in our study. Labeled stations are discussed in the text. Generalized surface geology follows the classification of Wills et al. (2000): white contains classes B, BC, and C; dark shading is CD; and light shading is class D. The color version of this figure is available only in the electronic edition.
Observed and simulated ground-velocity waveforms at five selected sites are compared in Figure 20a,b. Broadband motions are shown in Figure 20a, and low-pass filtered \((f < 0.5 \, \text{Hz})\) records are shown in Figure 20b. These sites are indicated on the map shown in Figure 18 and were chosen as a representative sample spanning the region covered by the simulation. Because we are using a generalized rupture model of this earthquake that incorporates only limited information about the actual rupture, we cannot hope to match all the details of the recorded waveforms. As with the previous simulations, the amplitude, duration, and frequency content of the observed waveforms are matched reasonably well by the simulation for all these sites. The station at BOND is located near the epicenter at a distance of 2.5 km from the rupture plane. The motions at this site are relatively strong (PGV of 53 cm/s) and are characterized by a sequence of higher frequency arrivals lasting about 8 to 10 s. Because this site is located close to the epicenter, it experiences a relatively long apparent source duration as the rupture propagates away from the site. Both the amplitude and character of the observed waveforms are matched well by the simulation.

As was observed with Landers, the Imperial Valley event produced strong rupture directivity effects toward...
observed waveforms reasonably well at this site, but it over-
served fault-parallel motions. The simulation reproduces the
normal motions having about twice the amplitude of the ob-
of rupture directivity are still evident with the observed fault-
its of the Imperial basin. At station WEST, the effects
to disperse due to developing surface wave energy within the
site.

The standard error for these comparisons is about
predicts the amplitude of the fault-normal motions, particu-
larly for the later arriving energy. This may be due to
deficiencies in the assumed rupture model, as discussed pre-
iously, possibly coupled with deficiencies in the assumed
3D velocity structure. At station EC12, which is located to
the west of the fault at a distance of about 18 km, the ob-
and simulated waveforms are characterized by a series of
relatively longer period arrivals having roughly equal
fault-parallel and fault-normal motions.

The northwest due to primarily unilateral rupture initiating at
the southern end of the fault. These effects are readily seen in
the observed and simulated waveforms at stations EC07 and
EC04, which are located 0.9 and 6.9 km from the rupture
plane, respectively. The motions at both of these sites are
concentrated into brief pulselike arrivals, with the observed
fault-normal (233° azimuth) horizontal component having
roughly twice the amplitude as the observed fault-parallel
(143° azimuth) horizontal component. Additionally, the hori-
tical motions are much stronger than the vertical motions.
These characteristics are matched well by the simulation for
all components at EC04. For station EC07, the simulation
reproduces the observed waveforms quite nicely; however, it
overpredicts the observed fault-normal motions by about
a factor of 2 and underpredicts the observed vertical motions
by roughly the same factor. Because this site is virtually on
top of the rupture plane, the amplitudes of the motions are
quite sensitive to small changes in both the orientation (i.e.,
strike, dip, and rake) of the rupture (e.g., Hartzell and Hea-
ton, 1983), as well as the local rupture speed (e.g., Archuleta,
1984). Thus, allowing the rupture surface to deviate from the
purely vertical plane assumed in our model or allowing for
different rupture speed variations than predicted by our
assumed scaling relations may improve the amplitude fit
at this site.

With increasing distance from the fault, the waves begin
to disperse due to developing surface wave energy within the
sediments of the Imperial basin. At station WEST, the effects
of rupture directivity are still evident with the observed fault-
normal motions having about twice the amplitude of the ob-
served fault-parallel motions. The simulation reproduc-
the observed waveforms reasonably well at this site, but it over-

\[
\text{Table 5} \\
\text{Imperial Valley Region 1D Velocity Profile} \\
\begin{array}{cccc}
\text{Thickness (km)} & V_p (\text{km/s}) & V_s (\text{km/s}) & \text{Density (g/cm}^3) \\
0.002 & 1.70 & 0.45 & 2.00 \\
0.004 & 1.80 & 0.65 & 2.10 \\
0.006 & 1.80 & 0.85 & 2.10 \\
0.008 & 1.90 & 0.95 & 2.10 \\
0.01 & 2.00 & 1.15 & 2.20 \\
0.07 & 2.40 & 1.20 & 2.20 \\
0.2 & 2.50 & 1.25 & 2.30 \\
0.2 & 2.60 & 1.30 & 2.30 \\
0.2 & 2.80 & 1.40 & 2.35 \\
0.3 & 2.90 & 1.50 & 2.40 \\
0.5 & 3.00 & 1.60 & 2.45 \\
0.5 & 3.40 & 1.90 & 2.50 \\
0.5 & 3.90 & 2.20 & 2.55 \\
0.5 & 4.20 & 2.40 & 2.60 \\
2.0 & 5.00 & 2.90 & 2.65 \\
1.0 & 5.30 & 3.00 & 2.70 \\
2.5 & 5.45 & 3.15 & 2.75 \\
2.5 & 6.00 & 3.40 & 2.80 \\
5.0 & 6.60 & 3.65 & 2.95 \\
6.0 & 7.30 & 4.10 & 3.00 \\
9.0 & 7.50 & 4.30 & 3.05 \\
- & 7.80 & 4.50 & 3.20
\end{array}
\]

Figure 21 compares observed and simulated PGA and
PGV as functions of closest distance to the rupture surface.
Overall, the level and trend of the observations are matched
reasonably well by the simulation. For distances less than
about 20 km, the amount of variability produced by the
simulation is about the same as observed for both PGA and
PGV. For greater distances, the simulation tends to underpre-
cede the observed level of variability. The residuals shown in
Figure 21b,d show a slight trend of overprediction at very
close distances (<2 km) and underprediction at larger dis-
tances (>30 km). A similar result is found for 5% damped
spectral acceleration at periods ranging from 0.05 to 5 s (see
the electronic supplement to this paper). For the near-fault
sites, we suspect the overprediction results from incomplete
characterization of nonlinear effects by the approximate site
response factors used in our simulation. The underprediction
at the more distant sites is probably be related to inadequa-
cies in the 3D velocity model or our assumed anelastic
attenuation function.

Using equations (19), (20), and (21), we compute the
model bias and standard error for 5% damped spectral accel-
eration over a suite of periods from 0.05 to 8 s for the
Imperial Valley simulation. The results are displayed in
Figure 22 for the fault-parallel (143° azimuth), fault-normal
(233° azimuth), and average horizontal (geometric mean)
components. This comparison is limited to sites having a
closest distance within 40 km from the rupture, yielding a
total of 31 sites. The model bias is near zero for all compo-
nents across the entire bandwidth indicating that, on average,
the simulation is reproducing the main characteristics of the
observed ground motions. There is a slight trend for under-
prediction of fault-parallel and overprediction of fault-
normal motions for periods around 1 to 2 s, suggesting that
the effects of rupture directivity may be over estimated by
our model. The standard error for these comparisons is about
0.7 to 0.8 natural log units.

Discussion and Conclusion

Figure 23 summarizes the spectral acceleration model-
ing bias (from equation 20) for the four earthquakes we have
examined, along with corresponding measures computed from
the four NGA GMPEs (Abrahamson and Silva, 2008; Boore
and Atkinson, 2008; Campbell and Bozorgnia, 2008; Chiou
and Youngs, 2008). For all four events, the simulations
have a model bias generally within 20% of zero across
the full bandwidth. Of the events we consider, two are buried
Figure 20. (a) Comparison of recorded (top) and simulated (bottom) broadband three-component ground-velocity waveforms at five selected sites for the 1979 Imperial Valley earthquake. Horizontal components have been rotated into fault-parallel (143° azimuth) and fault-normal (233° azimuth) orientations. Station locations are indicated in Figure 18. The recorded and simulated motions for each component and station are scaled to the maximum value listed above each pair of waveforms. (b) Comparison of recorded (top) and simulated (bottom) low-pass filtered ($f < 0.5$ Hz) three-component ground-velocity waveforms at five selected sites for the 1979 Imperial Valley earthquake. Horizontal components have been rotated into fault-parallel (143° azimuth) and fault-normal (233° azimuth) orientations. Station locations are indicated in Figure 18. The recorded and simulated motions for each component and station are scaled to the maximum value listed above each pair of waveforms. The color version of this figure is available only in the electronic edition.
ruptures (Loma Prieta and Northridge) and two are surface ruptures (Imperial Valley and Landers). For the surface rupturing events, the model bias from our simulations and the GMPEs are quite similar for periods less than about 1 s, whereas at periods above 1 s the GMPEs begin to diverge. For Imperial Valley, AS08 and BA08 trend to a positive bias (underprediction), while CB08 and CY08 remain near zero; and for Landers, AS08 and CY08 trend to a positive bias, while BA08 and CB08 remain near zero. On the contrary, for the buried rupture events, all of the GMPEs have a systematic and significant positive bias ranging from about 20 to 60% over a wide portion of the period band.

The relative increase of ground-motion levels for buried versus surface ruptures has been documented in several earthquakes (e.g., Kagawa et al., 2004) and has also been examined using dynamic rupture models that include a shallow weak zone (e.g., Dalguer et al., 2008; Pitarka et al., 2009). We model these effects in our simulations with depth-dependent scaling of rise time, rupture speed, and corner frequency. This provides a physical basis for reproducing the observed ground-motion differences between buried and surface rupturing events, and the results shown in Figure 23 lend support to this approach. The GMPEs address these effects using regression terms generally conditioned on the depth to top of rupture; however, the specific implementation and resulting behavior vary considerably from relation to relation (see Abrahamson et al., 2008). The results shown in Figure 23 suggest that this simplified approach may not capture the full extent of these effects, at least for the events studied here.

Figure 24 summarizes the modeling standard error for spectral acceleration (from equation 21) for the four earthquakes we have examined along with corresponding measures computed from the four NGA GMPEs. For Loma Prieta and Northridge, the simulations and GMPEs produce very similar results, with standard errors generally around 0.5 (natural log units) across most of the period band considered. For both surface rupturing events, the GMPEs produce very consistent results, with standard errors around 0.5 at short periods, which then increase to about 0.8 at longer periods. However, the simulations for these events exhibit noticeably different behavior. For Landers, the simulation has a low standard error of about 0.3 at short periods, which then increases to about 0.7 around 1 s period before decreasing again at longer periods. For Imperial Valley, the standard error for the simulation is systematically high at about 0.7 to 0.8 for all periods. We suspect that these differences primarily reflect the relative complexity of the regional velocity structures where these two events occurred, as well as our level of knowledge about these structures and how to incorporate them in our
Landers occurred in the Mojave region, which is characterized by shallow sediment accumulations and predominantly 1D crustal velocity variations that are represented reasonably well by the tomography model (Hauksson and Haase, 1997), incorporated in the SCEC CVM4. Consequently, the propagation and site response effects are modeled reasonably well by the simulation approach. On the other hand, the Imperial Valley event occurred within a deep sedimentary basin that is currently not well constrained in the SCEC CVM4. As we have already discussed, much of the scatter in our modeling of the Imperial Valley event can be explained by a trend of overprediction at close distance and underprediction at larger distance, which is suggestive of deficiencies in our path and site response characterization. Currently, studies are underway to develop a better understanding of the velocity structure throughout the Imperial Valley region (Hole et al., 2009); this should improve our ability to model these earthquake ground motions.

In the process of developing the rupture models used for our simulations, we have found that while our seismic moments fall within the range of reported values, they tend to be somewhat lower than the average of estimates provided in other studies. We suspect the reasons for this are twofold. First, the inclusion of site-specific amplification factors in our methodology tends to amplify the motions on softer soil sites, which requires less source-radiated energy to match the observed level of shaking. Typically, source inversion studies do not utilize these types of factors; in many cases, these studies have used relatively high near surface shear-wave velocities for the calculation of Green’s functions (e.g., Wald and Heaton, 1994). The second reason is related to the bandwidth over which the strong ground motions that we model are most concentrated, which is about 0.1 to 10 Hz. Extending on earlier work by Das (1982), recent studies (e.g., King and Wesnousky, 2007; Shaw and Wesnousky, 2008) suggest that a substantial portion of coseismic moment release during large crustal earthquakes may occur beneath the seismogenic layer with relatively long rise times and a depletion of radiated high-frequency energy. This moment release would not significantly contribute to the strong ground-motion response, but it may be detected by lower frequency analyses utilizing teleseismic and/or geodetic observations.

Because our simulation methodology produces broadband time series, the resulting ground motions can be utilized in many different ways. An example of this is shown in Figure 25, which compares ground-motion ShakeMaps (Wald et al., 1999; Wald et al., 2005) computed from our simulations with those computed from the USGS observed motions for the Loma Prieta earthquake (see the Data and Resources section). In order to compute a simulated ShakeMap, we first calculate broadband waveforms on a dense grid of points (typically 1 to 2 km spacing) covering the region of interest. From these waveforms, we can then extract various intensity measures including PGA, PGV, spectral acceleration, and instrumental intensity (MMI). Wald et al. (1999) and Wald et al. (2005) provide quantitative relationships to compute MMI from PGA and PGV. The comparison in Figure 25 demonstrates that the simulated ShakeMaps are able to capture many of the features seen in the observed motions. Additional ShakeMap comparisons for the other events we have modeled are included in the electronic supplement to this paper. These ShakeMaps also highlight the predictive capability of the simulation approach. Using the methodology presented here, it is straightforward to generate ShakeMaps for scenario earthquakes that can be used for planning and preparedness activities, as was recently done for the Hayward fault in northern California (Aagaard,
Figure 23. Comparison of spectral acceleration modeling bias from our simulations with that obtained from four NGA GMPEs for near-fault sites of studied events. Shaded region represents range of ±20% about zero bias. Distance range and number of sites considered for each event is listed at top right of each panel. The color version of this figure is available only in the electronic edition.

Figure 24. Comparison of spectral acceleration standard error for our simulations with that obtained from four NGA GMPEs for near-fault sites of studied events. Distance range and number of sites considered for each event is listed at top right of each panel. The color version of this figure is available only in the electronic edition.
Graves, Schwartz et al., 2010) and the San Andreas fault in southern California (Graves et al., 2010).

Our analysis here must be viewed in the proper context. We have examined four crustal earthquakes occurring within one active tectonic region. Additional investigation is required to test the applicability of our approach to other active tectonic regions (e.g., Japan) or other tectonic regimes (e.g., stable continents). This is the subject of continuing research. While the ultimate goal of the simulation methodology is to deterministically reproduce observed waveforms and amplitudes at frequencies up to several Hz or more, this is currently only realizable for frequencies less than about 0.5 Hz, even under the best conditions (e.g., Graves, 2008). At higher frequencies, the character of the motions is more stochastic in nature, and our understanding of source and wave propagation phenomena is much less well constrained. Hence, the inclusion of stochastic features within the simulation approach provides a viable means of modeling these higher frequency effects. Within this context, the validation results presented here demonstrate the ability of the hybrid

![Figure 25](image.png)

**Figure 25.** (a), (b), (c) Comparison of simulated (left) and (d), (e), (f) observed (right) ShakeMaps for Loma Prieta earthquake. (a), (d) Top row is instrumental intensity (MMI), (b), (e) middle is peak ground acceleration (PGA), and (c), (f) bottom is peak ground velocity (PGV). The color version of this figure is available only in the electronic edition.
simulation methodology to reproduce the main characteristics of the observed near-fault ground motions for crustal earthquakes over a broad frequency range.

Data and Resources

The ground-motion waveform data used in this paper were obtained from the PEER/NGA strong-motion database (http://peer.berkeley.edu/nga, last accessed July 2010) and the Center for Engineering Strong Motion Data (www.strongmotioncenter.org, last accessed July 2010). The (©) electronic supplement contains detailed listings of recording stations, archives of simulated and recorded broadband waveforms, supplementary plots including simulated and observed ShakeMaps, data files of the kinematic rupture models, and movies of rupture evolution and wave-field propagation for each of the studied earthquakes. All figures in the paper were generated using GMT version 4.2.1 (www.soest.hawaii.edu/gmt, last accessed July 2010; Wessel and Smith, 1998). The subsurface velocity structure based on version 08.3.0 of the USGS 3D Bay Area Velocity Model is found at http://earthquake.usgs.gov/regional/nca/3Dgeologic (last accessed July 2010). The subsurface velocity structure based on version 4 of the SCEC CVM4 is found at www.data.scec.org/3Dveloc (last accessed July 2010). The USGS observed motions for the Loma Prieta earthquake are found at http://earthquake.usgs.gov/eqcenter/shakemap (last accessed July 2010).
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